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Abstract

We present a novel proxy architecture which provides
a middleware solution for adapting Internet Content
and its transmission to client and network charac-
teristic variations. We present details of the Mobile
Aware Server Architecture (MARCH), a framework

for automatic session customization and proxy de-
ployment which operates on top of the current In-
ternet. Our framework differs from earlier work in
that it is server-centric, i.e. the decisions as to what
adaptations to perform and how to perform them are
made under the content server administration au-
thority. The framework is particulary designed for
the current client/server model, in particular, it does
not cater for interpersonal communication applica-
tions.

1 Introduction

Over the past years, the number of hosts connected
to the Internet has grown tremendously. With the
introduction of the 3rd generation and next mobile
systems, this number is expected to grow further.
At the same time, terminals connected to the Inter-
net have and will have very different capabilities in
terms of media presentation, processing power and
power autonomy. With the constant demand for new
networked applications and the desire to use these
applications with any type of terminals through any
type of access network, we face new challenges in the
distribution and presentation of content to the users.
Furthermore, we can expect this heterogeneity to in-
crease as new terminal types and new access network
types emerge.

We believe that maintaining several copies of the
content at the source to cater for each applica-
tion/terminal /network is not practical and scalable.



The March framework (early ideas presented
in [10]) is a novel Content Adaptation Architecture
which uses application-level entities that we call proz-
ies, deployed dynamically on carefully chosen nodes
accross the network. These proxies are used to per-
form content transformation(s), or some protocol-
specific performance enhancement functions.

The remaining of this paper is organised as follow:
section 2 review current related proposals, section 3
introduces the March framework and finally section 4
present our conclusions and future work.

2 Related work

Problems associated with the heterogeneity of the
Internet have lead to various proposals in the areas
of Active Networks, Active Services and Application
Layer Active Networking. These proposals address
the heterogeneity problem by adapting the content
and transmission characteristics to suit the session
characteristics. In this section, we review the exist-
ing approaches in this area.

The problem can be adressed by using various tech-
nologies operating at different layers in the network-
ing procol stack. In this section, we review previous
work, which we have ordered depending on the layer
at which the solution operates.

Content Adaptation with Active Network or
Active Services

Content adaptation schemes have been proposed that
operate at the network level and are often referred
to as "active network" based proposals. An Active
network, as originally introduced in [15], is defined
as a network in which the "routers or switches of
the network perform customized computation on the
message flowing through them". This concept can be
applied to both, the extreme capsule model where the
packet headers carry the code to be executed on the
routers or switches, or to the programmable switch
model in which switches can be extended to perform
computations on packets, but the code is not neces-
sarily carried in each packet itself. Some proposals
such as [16, 11] use this approach to perform con-

tent adaptation functionalities However the scalabil-
ity and feasability of these schemes are still being
discussed.

Active services [3] or Application-Layer active net-
works [8], propose to deploy such high-level services
at the application layer. This allows to retain the
existing robust and simple internet routing subsys-
tem and network layer untouched, therefore facilitat-
ing incremental deployment over the current Internet
architecture [3]. These proposals extend the active
network model in that the decision process for what
adaptation mechanisms to deploy is still embedded
in the network in-between the client and the server,
but they operate at a higher layer. We believe that
the genericity of this approach makes the decision-
making process too complex and therefore inefficient.

Work in progress within the Internet Engineering
Task Forces (IETF) aims at defining an open plat-
form to execute services at arbitrary intermediaries
in-between the client and the server [1]. The Internet
Content Adaptation Protocol (ICAP) [6] is consid-
ered as one possible signalling protocols to convey
content adaptation, but is limited to HTTP traffic
only.

Content Adaptation with static Proxy services

Proxy services are application-layer software enti-
ties that request or process content on behalf of the
clients. Some proposals such as [7] and even com-
mercial products explore the use of proxies to adapt
multimedia content to client and network variations.
In these fixed or ’static’ proxy architectures, content
adaptation is realized by proxies, software compo-
nents placed at strategically chosen points around
the network. (e.g. at or near network performance
discontinuities). Client application requests are then
directed to the proxy either explicitely (e.g. the user
manually configures the proxy settings in the client
application) or transparently as described in [5]. This
static operation has several drawbacks. Firstly, the
scalability is limited: as new terminals, access net-
works and applications emerge, the fixed architec-
ture makes the deployment of new proxies services
difficult. Secondly, the reliability of the system is di-
minished: a fixed proxy provides a single point of



failure for all clients/applications using it. Thirdly,
the clients have to be manually configured. This can
lead to configuration errors, especially if the users are
mobile and changing access network. Finally, because
of its static nature, load-balancing (cpu, network) be-
tween several proxies is difficult to achieve.

3 The March framework

3.1 Overview

The Mobile Aware Server Architecture is a dis-
tributed system, which adapts content and its deliv-
ery to client and network characteristics. The frame-
work operates in three main dimensions:

e Protocol enhancements are mechanisms to en-
hance the performance of a protocol over a par-
ticular network path. A typical example is the
berkeley snoop scheme [4] which improves TCP
performance over lossy links such as wireless
links. Recent work at the IETF in the Perfor-
mance Implications of Link Characteristics (pilc)
working group summarizes the advances in this
area. A more complete survey of available tech-
niques can be found in [2]. Proxies can also
implement tailored communications protocols to
cater for particular link characteristics. Exam-
ples of such systems is presented in [14].

o We refer to content distillation as a mechanism
that reduces the bandwith requirement of data
objects by applying transformations that utilize
the knowledge of the content semantics. An ex-
ample of content distillation is bitrate reduction
in streaming video by dropping entire frames or
reducing the resolution. Distillation is often used
in situations involving low bitrate networks such
as GSM [7, 8].

e Media transcoding is the transformation of one
media type to another, e.g. HTML to WML.
This type of transformation is often used when
the terminal characteristics do not allow to
present the content in its original format.

The type of adaptation to be performed for a given
session! depends on the situation of the session. We
define a situation as the set of conditions under which
a session operates. These conditions include but are
not limited to: the type of access network the client
is using, the available and/or bottleneck bandwidth
between the client and the server, the characteristics
(CPU/Memory /Screen Size) of the client, and finally
the user’s preferences.

One of the key design goals of MARCH is to allow
service composition. Service composition requires
proxy functions to be concatenated to form a global,
multifunctional service. An example of such a ser-
vice is a "content distillation and encryption" ser-
vice. The architecture needs to maintain the integrity
of the system if multiple proxy functions are carried
out simultaneously. For example, in the case of the
“content, distillation and encryption” service, the con-
tent distillation needs to take place before the data
is encrypted. Once the data is encrypted, functions
requiring knowledge of the data semantics cannot be
used as these semantics are hidden. In the March
framework, the decision as to which proxy modules
to use and in which order to use them is made cen-
trally. This allows the framework to maintain the
integrity of the system.

3.2 Architectural view

The architecture of the March framework is illus-
trated in figure 1. It is composed of four main compo-
nents distributed accross the network. In this section,
we describe these components and their functional in-
terrelationship.

The Compute Servers

Content adaptation for a given situation is realized
by proxy-modules that operate within an execution
context called Compute Server. Depending on the

IThe notion of session is dependent on the application used.
For example, in the case of an audio-on-demand application,
the session is defined by the duration of the transmission and
presentation of the audio file. In the case of a web browsing
application, the session could be defined by the duration a user
is using a particular website services
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Figure 1: the March framework architecture

type of applications, duration of sessions and pref-
erences of the operators, proxies can be dynamically
inserted into the Compute Servers’ execution envi-
ronment on a per-session basis. It is also possible for
Compute Servers to have some fixed components or
even combining fixed and dynamic components. The
Compute Servers can be located anywhere in the net-
work, at the client and/or at the server. There are
several possible locations for Compute Servers such
as:

Network boundaries / performance discontinu-
ities

Content Provider premises

Within the access network ISP

At a third-party service provider specialised in
“Compute Server” services.

The Mobile Aware Server (MAS)

Located under the same administrative authority as
the content server, the MAS performs an informed
decision of which adaptation to perform for a given
situation, and where this adaptation should occur (at
which Compute Servers). The type of content adap-
tation to be performed include which proxy modules
to use and in what order they should be executed.
Another important question is where they should be
placed. The answer to this question depends on the

type of content adaptation being performed: for pro-
tocol enhancement functions, most proxy functional-
ities require low-level operating system support [2],
this makes them unlikely to be downloaded on a per-
session basis. For content adaptation proxies, the
metrics on which Compute Server to choose for a par-
ticular session depends on the network condition e.g.
bandwidth, delay between different Compute Servers,
the content server and the client. The choise of which
Compute Servers to use is not easily resolved and the
issue has been partially addressed in proposals such
as [9]. The actual details of Compute Server discov-
ery mechanisms and choosing Compute Servers are
left for future research.

The MAS contains the logic necessary to make an
informed decision about what actions should be taken
to tailor the media content to the situation. The in-
put to this process is the information that the client
provides at the session request: Terminal capabilities,
network characteristics and user preferences. The
MAS adds its specific knowledge about the media and
the server architecture (e.g. information about a dis-
tributed server replicated in different countries) and
makes the decision. The properties of this decision
process are currently under investigation.

A way of realizing this decision process is to use
a static configuration determined by human decision.
The rationale is that the content provider only can
decide which particular situations it is willing to cater
for and take specific actions for these. The server ad-
ministrator can be provided with an graphical user
interface, through which s/he can pre-determine ac-
tions to be taken given the input parameters. Each
particular situation that the Content Provider is will-
ing to cater for would be described by using this gui,
and stored in a database at the MAS. This way the
feasibility of implementing and successfully admin-
istrating the service can be greatly improved. We
believe that the human input of what type of adap-
tation to perform and how to compose the services
makes our framework unique, and greatly increase
its feasability. Although as presented here it can ar-
guably limits the granularity of the service the server
can provide to different clients, we are currently in-
vestigating methods to agregate and generalise the
proxy configurations defined by the MAS operator.



The MARCH client Entity (MCE)

The MCE is located on the client device. It is re-
sponsable for capturing the terminal capabilities, the
access network characteristics and the user prefer-
ences. Additionally, it plays an important role in
stream handling as it allows the application traffic
to be handled by the correct proxy. In some cases,
it may be required that the client also runs a light
Compute Server to house proxy functionalities (e.g.
decryption or decompression)

The proxy repositories

These store the proxy modules and can be located at
the content server, the access network or at any other
administrative domain. Existing web content distri-
bution procedures can be used to reduce the access
latency to the proxy modules.

The location of the Compute Servers and proxy
repositories are flexiblee. MARCH only provides the
framework to interconnect the components. This
means that different parties can independently pro-
vide performance enhancing proxies. For example,
an access Provider may provide some computational
power as a service and some proxies to adapt content
or protocols to suit its own access network technol-
ogy, a content provider may provide some proxies to
cater for proprietary content types, etc.

3.3 Operation

The sequence of events for the establishement of a
session within the MARCH framework is shown in
figure 2. More precisely, this figure shows the case of
a situation for which two proxies need to be instan-
ciated within a single Compute Server.

Applications can either explicitely use the MARCH
framework through an API, or transparently if the
media semantics and/or session protocol is known
to the MARCH client. The API is not specified
at this time. When an application requests a ser-
vice from the network (1), the MARCH client first
looks up the corresponding content server, and de-
termines if it is equipped with a MAS. If this is
the case, the MARCH client requests a session (2),
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Figure 2: Session establishment operation

transmitting the user’s preferences, terminal and net-
work characteristics along with the request. The
MARCH Server, upon reception of this request, per-
forms a simple lookup to decide if it can handle the
request. Depending on the situation, one or more
proxy-modules may be required to be instanciated in
one or more Compute Servers, or the request can be
directed through appropriate previously instanciated
proxy(ies). In the first case, as shown in figure 2, a
signaling phase takes place between the MAS and the
elected Compute Server. Firstly, the MARCH Server
requests the Compute Server to instanciate the cho-
sen proxy-modules (3). The Compute Server then
fetches the modules (4,5). Once they are instanciated
and configured (6), the MARCH server returns to the
MARCH client the first-hop proxy information (7).
Finally, the MARCH client forwards this information
to the application (8). The applications can then
receive/request the data from the content servers,
transparently through the proxy-modules (9).

The terminal capabilities transmitted in the first
request (2) can either be entered manually on each
terminal by the user, or can be automatically de-
tected by the server based on the application request
as described in [12]. The access network character-
istics can either be detected using various operating
system specific methods in the client host, or using
network monitoring techniques.

3.4 Discussion

Using MARCH has a number of advantages for both
end-users and content providers. Compared to exist-
ing solutions, MARCH enables support for a much



more diverse set of device, network and media com-
binations and the granularity of the service quality
improvement is considerably higher. For the con-
tent providers, the main advantage is that MARCH
broadens the base of devices capable of using the
content without any effort from the providers. In
section 2, we listed some of the problems with using
static proxy solutions. Here, we discuss how MARCH
will alleviate these problems and provide a better ser-
vice for the end-user.

First the useability of the system is far superior to
that of the fixed proxy architecture. Since there is no
intermediate proxy with a fixed location in MARCH
and since the application will know the through user
input, there is no need for the users to obtain ad-
dress information from a network administrator prior
to starting a session. Furthermore, users do not have
to manually configure settings for the proxies, nor
do they have to configure any applications with the
proxy address. Finally, when the user changes access
network, there is no need to reconfigure any parame-
ters to reflect the proxy location.

MARCH uses general-purpose proxy modules that
are concatenated to build up the desired service.
Thus, it is very easy to add new functionality by sim-
ply adding new modules. Such an open system allows
third party vendors to develop these modules and dis-
tribute them when, for example, new media types
or better algorithms are introduced. Device manu-
facturers can also develop proxy modules to perform
specific tasks optimised for new devices that are in-
troduced to the market. The problem of end-to-end
security and proxies can be solved in MARCH by the
MAS being able to place the proxy functionality at
the server and the client.

The MAS is able to make an informed decision
about ordering of proxy modules to preserve system
integrity as mentioned in section 3.1. Since MARCH
allows concatenation of proxies, it is possible for end
users to enjoy multiple functions simultaneously. For
example, it is possible to use a filter that strips ad-
vertisements of web pages, a filter that reduces the
size of images and transcodes them from colour to
greyscale while at the same time using end-to-end
encryption.

Advantage of the server-centric approach

We argue that the server centric control approach of
MARCH, one of its distinctive features, has many
advantages over other schemes.

e If we consider the copyright issues surrounding
content transformation in the Internet, it is ob-
vious that a server-oriented decision is superior
since the transformation is done under the con-
trol of an authorised distributor for this con-
tent [12].

e When dealing with proprietary media data for-
mats, the content server might be the only entity
able to understand the semantics of the data be-
ing transmitted, it is therefore the most suitable
node to control content transformation

e The MAS has access to all information about
the media before configuring the session. An ex-
ample of addtional information not available to
clients is sub-encoding. It is impossible for a
client to determine the actual coded bit rate of
an mp3 file, only by looking at the mime type or
file extension. The server however, has got easy
access to such information.

e The server has got knowledge of its own archi-
tecture/state. Clients that want to contact a
server do not have any information about wether
or not the server is distributed over several differ-
ent physical locations. Since the server has this
knowledge, it can much better optimise network
paths and therefore critical parameters such as
response times.

e The security model is improved: for sensitive
content, the server is in control of what type
of transformation is being performed, and where
this transformation occurs. For example a bank-
ing application could use encryption along public
network paths, perform decryption and content
transformation in a secure enclave, e.g. one of
the bank branches, and re-encrypting the data
before leaving the secure enclave. A more com-
prehensive study of the security matters related
to proxy architectures can be found in [13].



4 Conclusion and future work

In this paper we have introduced MARCH, a frame-
work for adapting media content to suit the oper-
ational environment for heterogeneous devices and
networks. MARCH exhibits several advantages over
traditional static proxy server solutions, for both con-
tent providers and end-users. We believe that the
framework can play an important role in enhancing
the quality of Internet services experienced by mobile
users.

Some functionalities of the framework remain for
future research. The Compute Server discovery
mechanisms, the security model between {Compute
Servers, MAS, clients, and proxy repository}, the de-
cision algorithm for how to choose the most suitable
Compute Server and proxy modules remain unsolved
at this time.
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